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Variation is in the lexicon: yer-based and epenthetic
vowel-zero alternations in Polish

Tobias Scheer Y

1. Introduction: Edmund Gussmann’s way uphill

Since his first contribution on the international generative stage in 1980,
Edmund Gussmann went down a long a winding road or rather, a track which at
last forced him to trace through unexplored fields. Engaging at first on the
generative mainstream road at times when the star of SPE was already falling,
i.e., just before Lexical Phonology and autosegmental representations turned the
field upside down, he turned off into the Government Phonology track in the
early 90s, a move that was sealed by Gussmann and Kaye (1993).

But after some time Edmund Gussmann also felt uncomfortable on this
byway of the generative road, and started to explore his own ways into hills and
mountains that were surrounding the GP-track. The guiding light was twofold:
on the one hand, the attraction of a neighbouring valley where structuralist
locals once granted the right to morphemes to have multiple copies, but whose
access was closed in the 60s; on the other hand, the quest for a wild fruit that
could offer an alternative to chunk-based phonology, which Edmund Gussmann
believes is actually junk-based.

Gussmann’s (2007) book on Polish is, if not the endpoint, at least a
milestone in the personal evolution of the author, which spans a remarkably
large array on the theoretical chessboard. The directions that Edmund Gussmann
has taken over the years leave the footsteps of a free mind whose only guide is
the promise of insight: whether this leads to large illuminated roads seamed with
cheering audience or to lonesome and onerous mountain paths plays no role.

This is what I wrote in a review of Gussmann’s 2007 book on Polish (Scheer
2010). The author commented on the draft in early 2009, but I am not sure he
saw the published version before he passed away in September 2010.

The pages below illustrate the project of the late Gussmann to shrink
phonological computation, i.e., to outsource most of the labour that it once did
in the times of SPE to various other components of the grammar: the phonology
—> phonetics mapping, the lexicon and allomorphy (i.e., the neighbouring
structuralist valley). This is done regarding a particularly prominent and important
phenomenon of Polish (and Slavic) phonology: vowel-zero alternations.
Gussmann (2007) has taken the step to consider that they are the result of
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allomorphic, rather than of phonological computation. He thereby parts
company with virtually all generative accounts of Polish or Slavic vowel-zero
alternations, and places himself in the tradition of one of the structuralist
strands.

It is argued below that as right as I believe Gussmann was in many of his
outsourcing ventures, he was wrong in the specific case of vowel-zero
alternations. I argue that three ingredients are needed in order to set up a purely
phonological analysis: 1) the generalization of Bethin’s (1992) epenthesis-based
analysis from loanwords to the native vocabulary of Polish, 2) its restriction to a
certain class of lexical items that are identified by their phonological patterning
and 3) the marking of lexical contrasts (‘I alternate’ vs. ‘I do not alternate’) in
the phonological representation itself (presence vs. absence of a floating piece
of melody) coupled with an invariable computation, rather than by diacritic
features that trigger variable computation (this word-final consonant is
associated to the phonological word, while that word-final consonant needs to
be integrated into syllable structure).

The result is an analysis couched in CVCV (a development of Government
Phonology) whose basic insight follows Worth (1968), an article that is
concerned with the Russian cousin of the Polish pattern to be studied. And
which is written in a structuralist environment.

2. The Polish plot, and how it was analysed -

Polish features two competing patterns of root-final cluster vocalization in
gen.pl.: monomorphemic -CC# may (wiadr-o / wiader ‘pail, nom.sg., gen.pl.”)
or may not vocalize (cyfi-a / cyfr ‘number, nom.sg., gen.pl.’). However,
(monomorphemic) clusters always vocalize in presence of a C-initial (or yer-
initial) suffix, even those that do not in gen.pl.: wiader-k-o ‘id., dim.’, cyfer-k-a
‘id., dim.’. The pattern is also lexically variable: some roots have both vocalized
and non-vocalized forms in free variation (wydr-a / wydr | wyder ‘otter, nom.sg.,
gen.pl.”). Finally, there is cross-speaker variation as well: some speakers may
accept a vocalized or unvocalized version of a root in gen.pl., while others may
not (e.g., kurw-a / kurew | ?kurw ‘whore, nom.sg., gen.pl.”).

Section 4 shows that the pattern cannot be analysed with the regular
instrument that is put to use for (Slavic) vowel-zero alternations, i.e., lexically
present vowels that are made inaudible by phonological computation (the yers).
Most of the literature does not talk about the pattern at all: this is the case for
instance of two of the three books that have founded the generative analysis of
Polish, Gussmann (1980) and Rubach (1984). By contrast, the third book in this
category, Laskowski (1975: 291t.), offers a very careful survey of the very intricate
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empirical situation and provides rich material (see also Bajerowa 1953).
Laskowski (1975) is couched in linear SPE, and he considers all vowel-zero
alternations the result of epenthesis (rather than of deletion, see Section 4.1
below). His conclusion is that all kinds of lexical items need to be diacritically
marked as an exception to all kinds of rules.' Szpyra (1995: 97) reaches the
same obvious conclusion, but formulates the need for lexical marking in theory-
neutral terms: ‘

the logical conclusion is that the presence versus absence of yers is largely
unpredictable und must therefore be marked in the lexical representation of the
relevant items.

As was mentioned, Gussmann (2007) proposes a completely different
interpretation of the pattern: giving up on its phonological character altogether,
he argues that the relevant vowel-zero alternations are instances of allomorphy,
i.e., managed outside of the phonology (Section 5.1). Cyran’s (2005) analysis of
the (non-)vocalization of word-final clusters, although not explicitly (because
forms with C/yer-final suffixes are not considered), also results in an allomor-
phic solution (Section 5.2).

Finally, Bethin (1992: 146ff.) argues for a scenario whereby vowel-zero
alternations are based on regular yers, except in loanwords where they are of
epenthetic origin. It is argued below that this approach is on the right track, but
needs to be refined: there is no difference between loanwords and native
vocabulary (extension of the scope of Bethin’s epenthetic analysis), and all
vowel-zero alternations in loans do not originate in epenthesis (restriction of the
scope of Bethin’s epenthetic analysis). Also, the difference between cyfi-a / cyfr
and wiadr-o | wiader is certainly unpredictable and hence encoded in the lexical
recording of each item — but not by way of Laskowski’s lexical diacritics, which
are also used by Bethin (whose solution is discussed in greater detail in Section
6.1 and 6.2). Instead of placing diacritics into phonological representations that
alter the course of the phonological computation, I argue that the lexical
opposition is achieved by contrasting properties of the (autosegmental)
representation itself. That is, there are three (and only three) distinct structures:
1) stable vowels (i.e., which do not alternate), 2) alternating vowels that appear
in clusters in gen.pl. (wiadr-o / wiader) and 3) alternating vowels that do not
appear in clusters in gen.pl., but surface before C/yer-initial suffixes (cyfi-a /
oyfr | cyfer-k-a). In the analysis below, this triple lexical contrast is expressed in
the vocabulary of strict CV phonology (Lowenstamm 1996; Scheer 2004; Cyran
2010). '

! The exception feature that Laskowski (1975: 25ff)) uses is ‘[a RMF i]’ where ‘RMf
means ‘morphological rule’ and i is a variable that refers to the number of the rule.
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The three variations mentioned (within gen.pl., cross-roots and cross-
speaker) are then a consequence of alternative or hesitating lexicalization of the
three lexical representations. As Bethin’s, this solution is thus purely phonological
and instantiates a currently developed idea in minimalist syntax: variation
reduces to variation in the lexicon (the so-called Chomsky-Borer Conjecture:
Biberauer 2008; Baker 2008; Roberts and Holmberg 2010).

The gist of the analysis is that an important piece of the standard Slav1c yer-
based account of vowel-zero alternations needs to be abandoned: it is not true
that all vowels which alternate with zero are underlyingly yers — Bethin (1992:
153) says that ‘[v]owel-zero alternations in Polish are not attributable to a
unique underlying representation’. Some are yers (in my analysis, but not in
Bethin’s, those that vocalize in gen.pl.: wiadr-o / wiader), while others are not
(those that do not vocalize: cyfi~a / cyfi). The latter are epenthetic vowels, i.e.,
lexically absent and inserted in order to repair an ill-formed structure (three
consonants in a row in surface description, two empty nuclel in a row in the
analysis below).?

In a first step, only monomorphemic clusters are examined (as in wiadr-o
cyfi-a). The behaviour of heteromorphemic clusters, i.e., where the first consonant
belongs to the root and the second to a suffix (e.g., stuz-b-a / stuzb | stuz-eb-n-y
‘service, nom.sg., gen.pl., adj.”), is studied in a second step (Section 8).

3. To vocalize or not to vocalize... -

3.1. Pattern A and B (in monomorphemic clusters)

Table (1) below illustrates a set of alternations that I will call pattern A where
(monomorphemic) root-final CCs do not vocalize in gen.pl., but where a vowel
does break up the cluster in presence of a C/yer-initial suffix. The leftmost
column shows that there is no evidence to the end that the sonority slope of the
cluster plays a role: TR, RT and RR clusters may follow the pattern at hand (T
is shorthand for obstruents, R for sonorants). Also, (more or less recent)
loanwords and native vocabulary are both represented and do not show any
different behaviour.

The table contains a number of items (in italics) where the cluster does not
vocalize before C/yer-initial suffixes. Section 2.3 below collects and discusses
words of this type. Finally, items in brackets identify words that natives will
probably never had heard or used, and whose status is thus ad-hoc.

? The present chapter is a development of a section in Scheer (2010), where the analysis
was first introduced. A shorter version of the present article appears as Scheer (forth b).

(D
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pattern A: -CC# does not vocalize in gen.pl.
==> but vocalizes before C/yer-initial suffixes
CC-V# CC# CeC-C gloss
Nom.sg,. gen.pl. C/yer-initial suffix
TR# Tr cyfra cyfr cyfer-k-a number

zebr-a zebr zeber-k-a zebra
tundr-a tundr tunder-k-a tundra
bistr-o bistr (bister-k-0) bistro
Tatr-y Tatr tater-nik toponym
algebra algebr algebra
siostr-a sidstr sister
sutr-a sutr (suter-k-a) Hindu aphorism
Piotr-a Piotr Piotr-k-a (!) first name
ikr-a ikr (ikier-k-a) fish eggs
podagr-a podagr (podagier-k-a) gout

Tn blizn-a blizn (blizen-k-a) scar

(blizn-k-a (1))

tetn-o tetn teten-k-o pulse
pigtn-o pietn pigten-k-o stamp

Tm wydm-a wydm wydem-k-a dune
tasm-a tasm tasiem-k-a ribbon, tape
jarzm-o jarzm jarzem-k-o yoke
pizm-o pizm pizem-k-o musk
pism-o pism pisem-k-o document

pisem-n-y

drachm-a drachm drachem-k-a drachma

Tv pletw-a pletw pletew-k-a fin (fish)
warstw-a warstw warstew-k-a layer
sakw-a sakw sakiew-k-a pannier
zuchw-a zuchw zuchew-k-a lower jaw bone

RT# 1T farb-a farb farb-k-a (1) paint

kart-a kart kart-k-a (1) card
musztard-a musztard  musztard-k-a (1) mustard

v larw-a larw larw-k-a (1) grub
barw-a barw barw-n-y (1) colour
§cierw-o Scierw Scierw-nik (1) corpse
bulw-a bulw bulw-k-a (1) root tuber
salw-a salw salw-k-a (1) salvo
morw-a morw morew-k-a mulberry

morw-k-a (1)
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IT  walk-a
palt-o
matp-a
olch-a
Kielc-e

NT stofic-e

czeremch-a
legend-a
rumb-a
TT# cht placht-a
szlacht-a

sT# sp wysp-a
RR# rm form-a

firm-a
m urn-a

tawern-a
Im palm-a

walk
palt
matp
olch
Kielc
stonc

czeremch
legend
rumb
ptacht
szlacht

Wysp
form

firm
urn
tawern

palm

waleczn-y
palet-k-o
maip-k-a (1)

Kielec-k-i
stonecz-n-y
stonecz-k-o
(czeremesz-k-a)
legend-k-a (1)
rumb-k-a (1)
ptachet-k-a
szlachet-n-y
szlachet-k-a (arch.)
wysep-k-a
forem-n-y
forem-k-a
firem-k-a
uren-k-a
taweren-k-a
tawern-k-a (1)
palem-k-a

war
coat
monkey
alder
toponym
sun

bird cherry
legend
rumba
sheet
nobility

island
form

firm
urn
tavern

palm

I call pattern B the set of alternations where (monomorphemic) root-final CCs
vocalize in gen.pl. (as well as in presence of a C/yer-initial suffix). Illustration is
provided under (2) below.’ :

2 pattern B: CC# vocalize in gen.pl.
and also before C/yer-initial suffixes

CeaC-V CeCH# CeC-C gloss
nom.sg. gen.pl. Clyer-initial suffix

TR# Tr zebr-o zeber zeber-k-o 1ib
srebr-o sreber sreber-k-0 silver

srebr-n-y (1)

pigtr-o pigter pieter-k-o floor
futr-o futer futer-k-o fur
lustr-o luster luster-k-o mirror

? All Polish data in this article have been controlled and enriched by Gienek Cyran, to
whom I am indebted.
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jadr-o jader jader-k-o nucleus
Jedr-n-y (1)

wiadr-o wiader wiader-k-o pail
iskr-a -~ iskier iskier-k-a sparkle
chuchr-o ~ chucher chucher-k-o weakling

Tl ciept-o ciepet ciepel-k-o warmth

ciepl-n-y (1)

szabla szabel szabel-k-a sword
krzest-o krzesel krzesel-k-o chair —
kukt-a kukiet kukiet-k-a puppet S S
jagt-a jagiel (jagiet-k-i) millet -
igt-a igiet igiel-k-a needle
cegl-a cegiel cegiel-k-a brick

Tn krosn-o krosien krosien-k-o0 loom
wiosn-a wiosen wiosen-k-a spring
okn-o okien okien-k-o window
sukn-ia sukien sukien-k-a dress
sukn-o sukien (sukien-k-0) cloth
bagn-o bagien bagien-k-o0 mud

Tv matw-a matew (matew-k-a) cuttlefish
platw-a platew (ptatew-k-a) roof

RR# durni-a duren fool

pert-a peret peret-k-a perl

While the list of pattern B items under (2) aims at exhaustivity (e.g., Laskowski
1975: 29ff.; Bethin 1992: 146ff.; Cyran 2003: 176ff., 188, 2005; Gussmann
2007: 230ft.), pattern A items under (1) are but a (representative) selection of
what can be found in the Polish lexicon. Numerically, then, non-vocalization in
gen.pl. (pattern A) appears to be more common than vocalization (pattern B).

Finally, table (2) shows that unlike for pattern A the sonority slope of the
cluster is a relevant conditioning factor for pattern B: if any type of cluster can
be of the non-vocalizing type (pattern A), RT clusters appear to be unable to
vocalize (pattern B). The same may be stated the other way round: only TR
clusters seem to be able to vocalize in gen.pl. This generalization was made by
Bethin (1992: 149) for loanwords: ‘if the vowel does appear, it is more likely to
appear within final sequences of rising sonority. Sequences which form optimal
syllable codas of falling sonority (i.e., word-final RT and RR clusters in her
examples) [...] generally do not acquire the alternation’. Cyran (2003: 176f%.,
2010: 160ff.) makes the same observation.

In terms of the analysis to be developed below, this means that the
distribution of alternating vowels in root-final clusters is not entirely arbitrary,
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ie., lexical: only the rising sonority slope TR (and maybe RR: table (2)
mentions two cases) allows for the acquisition of a yer. Whether a TR cluster
acquires / possesses a yer, though, is entirely arbitrary (i.e., lexical). The question
regarding the sonority-based condition is not further pursued below. Cyran
(2005) — also Cyran (2003: 176ff., 2010: 160ff. — offers an analysis in terms of his
CSL (Complexity Scales and Licensing) model: (word-final) TRs are more diffi-
cult to license (by the final empty nucleus) than word-final RTs (this is also what
the above quote from Bethin implies). Therefore ‘easy’ word-final clusters, i.e.,
RTs, are safe, while breakdown, i.e., vocalization, is lurking for more fragile TRs.

3.2. Roots with free variation (and other types of variation)

A number of roots (with monomorphemic clusters) have both vocalized and
unvocalized forms in free variation in gen.pl., as shown under (3) below (e.g.,
Laskowski 1975: 40; Bethin 1992: 125; Gussmann 2007: 230; Cyran 2005,
2010: 1701.).

3) roots with free variation in gen.pl.
but vocalization is the only option with C/yer-initial suffixes

CoC-V CC# / CeCt CeC-C gloss
nom.sg. gen.pl. Clyer-initial suffix
TR# Tr wydr-a wydr / wyder wyder-k-a otter
biodr-o bioder / biédr bioder-k-o hip
Tv brzytw-a brzytw / brzytew brzytew-k-a razor
pochw-a pochew / pochw pochew-k-a vagina/sheath
poszw-a poszew / poszw poszew-k-a duvet cover
bitw-a bitw / bitew bitew-n-y U battle
kotw-a kotew / kotw anchor
tratw-a tratew / tratw tratew-k-a raft
listw-a listew / listw listew-k-a lath
Tm pasm-o pasm / pasem pasem-k-o0 wisp
karczm-a karczem / karczm  karczem-n-y inn
cizm-y cizm / cizem cizem-k-a shoes (arch.)
RT# IT kalk-a kalk / kalek kalecz-k-a carbon paper
1T kurw-a kurew / kurw kurew-k-a whore
torb-a toreb / torb toreb-k-a bag
RR# m sarn-a sarn / saren saren-k-a roe deer
zarn-a zarn / zaren zaren-k-a quern
ziarn-o ziarn / ziaren ziaren-k-o grain

ziarn-k-o (1)
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mn gumn-o gumien / gumn gumien-k-o barnyard
wn grzywn-a grzywien / grzywn  grzywien-k-a fine
In wehn-a welen / weln (weten-k-a) wool

The trend to only allow for vocalized forms in TR clusters is also visible here,
but less so than with non-variable vocalization. And as before, vocalization
before C/yer-initial suffixes is systematic, i.e., the only option.

Diachronically, Polish is visibly following a movement from a stage where
no clusters were vocalized at all in gen.pl. to a situation where more and more
roots implement vocalized forms. One indicator is the numerical situation (non-
vocalization is the standard, only a limited number of roots istable to vocalize),
another is the fact that for many roots the vocalized variant is substandard and
stigmatized. This may be seen when looking at the /reéb;)nmendation of
normative dictionaries like Szober’s (1969, ‘dictionary of correct Polish’), who
warns for instance against gen.pl. cyfer (nom.sg. cyfi-a). Finally, the interpretation
of the sonority restrictions on vocalization that was mentioned in the previous
Section also supports this diachronic scenario: vocalization exists in gen.pl.
because ‘difficult’ clusters, i.e., word-final TRs, break down successively along
a lexical diffusion perspective (while ‘easy’ clusters are safe).

Vocalized forms are also substandard and/or dialectal in nom.sg./acc.sg.,
which is the other zero case marker in Polish (apart from gen.pl.). For example,
wiatr, Piotr, metr, filtr ‘wind, Peter, meter, filter’ are commonly encountered as
wiater, Pioter, meter, filter, and this identifies uneducated speakers, or speakers
of non-standard varieties. It is true, however, that the movement can also go in the
other direction: vocalized sweter ‘jumper, nom.sg.” is standard, but unvocalized
swetr is commonly heard.

In sum, the core of words has predictable (non-)vocalization and does not
show any variation: roots belong either to pattern A or B. A fair amount of
words, though, show variation, either free or socially relevant, and the exact set
of words that belong to the three categories (A, B or variable) is a matter of
inter-speaker variation.

3.3. Cases of non-vocalization before C/yer-initial suffixes

Tables (4) and (6) below show cases of non-vocalization of (monomorphemic)
root-final CCs before C/yer-initial suffixes (see Laskowski 1975: 39 and Bethin
1992: 148). Their number is relatively small, but they need to be accounted for.
This section proposes a pretheoretical analysis, arguing that these items are
lexicalized, that is stored independently from the root (there is no derivational
activity between the root and the items in question). This perspective is
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formalized in Section 7 below once the global analysis of the gen.pl. pattern is
available.

Table (4) provides those items whose nom.sg. ends in -CC-V, i.e., the category
of words that is considered above: only this paradigm has a zero marker in gen.pl.

@ CC# that do noet vocalize before a C/yer-initial suffix
nom.sg. -CC-V
nom.sg. gen.pl. Clyer-initial suffix =~ gloss
A tr Piotra Piotr Piotr-k-a first name
b farb-a farb farb-k-a paint
rt  kart-a kart kart-k-a card
rd musztard-a musztard musztard-k-a mustard
rw larw-a larw larw-k-a grub
barw-a barw barw-n-y colour
Scierw-o Scierw Scierw-nik corpse
Iw bulw-a bulw bulw-k-a root tuber
salw-a salw salw-k-a salvo
m tawern-a tawern taweren-k-a tavern
: tawern-k-a (1)
nd legend-a legend legend-k-a legend
mb rumb-a rumb rumb-k-a rumba
B TR srebr-o sreber srebr-n-y silver
but: sreber-k-o
ciept-o ciepet ciepl-n-y ~ warmth
biatoskrzydl-n-y white-winged
jadr-o jader jedr-n-y core

[

It may be seen that both patterns A and B deliver -CC-C-V forms, i.e., where the
root-final cluster does not break up even before a C/yer-initial suffix (and the
sonority restrictions that were mentioned are visible here as well: TR occurs
only with pattern B items). It also appears that the same root may derive
vocalizing as well as non-vocalizing items: srebr-n-y vs. sreber-k-o (the same
goes for wietrz-n-y vs. wiater-ek from table 6). Hence whatever the lexical
properties of the root, the vocalization before C/yer-initial suffixes does not
depend on them. Rather, we are facing lexical idiosyncrasy of the derived
words: either they are independent lexical recordings (and hence there is no
synchronic derivation based on the root), or there are two separate roots (root
allomorphy), one deriving vocalized, the other unvocalized items.

We will see in Section 7 that unvocalized -CC-C-V items are the result of
root-allomorphy, rather than of distinct lexical recordings of whole words. There
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is a lexical item srebr;- that derives srebr-o, sreber and sreber-k-o, and there is
another lexical item srebr,- that is used in srebr-n-y. Srebr;- and srebr,- are
lexically distinct, and the difference lies in the relationship between the b and
the r: while the two consonants form a branching onset in srebr,- and therefore
make the r trapped upon the concatenation of -xn-y, they are separated by a
floating piece of meody (i.e., a yer) in srebr;-.

Note that the cluster -bm- of srebr-n-y, or CRC clusters more generally
speaking, are well-formed and perfectly unspectacular in Polish: sonorants that
occur between consonants (or in #RC and CR# position) are called trapped (as
opposed to syllabic, see Scheer 2008, 2009). Examples are frwaé ‘to last’,
brzmie¢ ‘to sound’, kine ‘I curse’, plwocina ‘sputum’, krngbrny “unruly’, brngé
‘to wade’ etc.

In any event, srebr-n-y is not synchronically derived from srebr-o. Of course
it was derived from srebr-o at some point in the history of Polish, i.e., when the
adjective srebr-n-y was first created ”—\but the output of this primitive derivation
was then stored in the lexicon and from that point in time on, derivationally
speaking, had got nothing to do with the'root srebr-o anymore.

Another interesting fact about unvocalized items before C/yer-initial suffixes
is that the kind of variation described in the previous section is absent. For
instance, srebr-n-y is the only possibility for this item: nobody says or can say
*sreber-n-y. I could not come by any item parallel to the wydr-a / wydriwyder
pattern, i.e., where a -CC-C-V form would show free (or inter-speaker) variation
with a -CeC-C-V form. For any given root-suffix combination, either one or the
other are found — never both. This effect is predicted by the lexicalization-based
analysis: a lexical item (such as srebr-n-) that is unsubjected to derivational
activity cannot vary — except in case there were two distinct ‘primitive’
derivations, which have produced two different lexical entries.*

For the sake of completeness, table (6) below gathers those items with
unvocalized root-final -CCs before C/yer-initial suffixes whose nom.sg. is
distinct from -CC-V: 1) -CC# (wiatr / wietrz-n-y), 2) -CC-ek# (Piotr | Piotr-ek),
3) -CC-C-V# (jabl-k-o0). Before considering these data, note that nom.sg. -CC#

* The absence of variation concerns only -CCs that 1) are monomorphemic and 2) based

on a vowel-final nom.sg. -CC-V. I know of one item with free variation in a heteromor-

phemic cluster: nyd-el-niczka / myd-I-niczka ‘soap dish’ (from myd-t-o ‘soap’, data from
Laskowski 1975: 39). Hetermorphemic clusters are discussed in Section 8 below. There

is also one item I am aware of where a nom.sg. form in -CC#, pies# ‘song’, derives forms

with free variation before a C/yer-initial cluster: piosn-k-a / piosen-k-a ‘id., dim.’. The

root-final cluster is most probably monomorphemic synchronically speaking, although it

has a hetermorphemic origin (compare CS *péti > Cz pét “to sing’).
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clusters most often vocalize in presence of -ek (whose vowel is a yer), at least in
native vocabulary. This is shown under (5).

®)] nom.sg. ~-CC# — nom.sg. -CeC-ek

nom.sg. gen.pl. Clyer-initial suffix gloss
wiatr wiater-ek wind
bdbr bober-ek beaver
filtr filter-ek filter
trefl trefel-ek club

6) CC# that do not vocalize before a C/yer-initial suffix
nom.sg. -CC# or -CC-eC# or -CC-C-V

nom.sg. gen.pl. Clyer-initial suffix gloss
a. no specificity
wiatr wietrz-n-y wind
but: wiater-ek
piesn _ piosn-k-a song
\ piosen-k-a
- Jedr-ek first name
Piotr Piotr-ek first name
alarm alarm-ek’ alarm
uniform uniform-ek unifimorm
film film-ek film
park parcz-ek park
b. s+C clusters
mys$l - mysl-nik thought
c. derived from adjectives ‘
medr-ek medr-k-a know-it-all
medr-szy wiser (compar.)
podl-ec podl-c-a rascal
d. isolated words
jabl-ek  jabl-k-o apple
bedl-ek bedi-k-a agaric (mushroom)
Siedl-ce city in Mazowia
nabiodr-ek cuisse
Sewr sewr-ski city in France

3 Alarm-ek, uniform-ek and film-ek are quoted by Bethin (1992: 148), but the native that I
have consulted has a strong preference for forms in -ik: alarm-ik, uniform-ik and film-ik.
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The categorization under (6) follows Laskowski (1975: 39), who tries to identify
specific patterns that lead to non-vocalization before C/yer-initial suffixes. For
instance, he singles out s+C as a vocalization inhibitor, and this may sound
plausible given the standard suspicion that s+C are solidary and some kind of
contour segment (affricate) (e.g., Selkirk 1982: 346ff.; Carr 1993: 212). This
generalization, however, does not fare well since we have already come across
the pattern A item wysp-a / wysp / wysep-k-a. Finally, whether deadjectival
derivation has any bearing on vocalization remains to be seen: Laskowski
provides only two items.

All in all, what table (6) shows is again lexical idiosyncrasy: which words do
not vocalize before a C/yer-initial suffix cannot be predicted from any of their
properties. L

y
DA

4. The regular yer-analysis fails: the difference between A- and B-rodts
must be lexical

4.1. Insertion disqualified in the standard analysis

Pattern B is regular in the realm of Slavic vowel-zero alternations: vowels that
alternate with zero are underlying yers, which vocalize in presence of a
following yer, and otherwise remain mute: wiadro is /wiadEro/, and the yer E
appears on the surface in gen.pl. /wiadEr-O/ — wiader (gen.pl. is a yer itself) as
well as before a yer-initial suffix /wiadEr-Ek-o/ — wiader-k-o.

This analysis of Slavic vowel-zero alternations is the insight encoded in the
Lower rule that was introduced by Lightner (1965) and adapted to various linear
and autosegmental frameworks in the following decades (Gussmann 1980;
Rubach 1984, 1986; Gussmann and Kaye 1993; Scheer 2005, see the overviews
in Cyran 2005 and Scheer 2011). For the time being it does not matter which
implementation of Lower is used: the only thing that matters is that al/ versions
share the basic assumption according to which vowels that alternate with zero
are underlying yers. ‘ .

In other words, the standard analysis is based on deletion, rather than on
insertion. The two perspectives were debated at length in the literature: are
alternating vowels underlyingly absent and inserted, or present and deleted?
Insertion-based analyses have been proposed by, among others, Laskowski (1975),
Czaykowska-Higgins (1988) and Piotrowski (1992). They are convincingly
refuted by Gussmann (1980: 26ff.), Rubach (1984: 28ff., 1993: 134ff) and
Szpyra (1992: 2801f., 1995: 944%.).

Among the arguments in favour of deletion, the following are decisive. In
languages such as Russian where more than one vowel alternates with zero, it
cannot be predicted which vowel will appear in which morpheme. That is, the
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presence of an alternating e in d’én’ / dn’-d ‘day, nom.sg., gen.sg.’, against
alternating o in sén / sn-d ‘dream, nom.sg., gen.sg.’, is a lexical property of the
root. An insertion-based analysis would not know which vowel to epenthesize
into which root.® The second reason is that there is no context for insertion. The
motor for insertion is held to be the avoidance of heavy clusters (or unsyllabifiable
/ extrasyllabic consonants): the gen.pl. of Russian ldsk-a ‘weasel, nom.sg.” and
bobr-a_‘beaver fur, nom.sg.’ is ldsok and bob’or, respectively; in the insertion-
based perspective, gen.pl. forms undergo epenthesis in order to avoid final -sk#
and -br# clusters. This cannot be the reason, though, since Russian happily
tolerates these clusters in ldsk-a / lask ‘caress, nom.sg., gen.pl.’ and bobr-a /
bobr ‘beaver, gen.sg., nom.sg.”. The same situation is found in other Slavic
languages. Cyran (2005) makes the argument based on Polish data: compare
swetr-a | sweter ‘jumper, gen.sg., nom.sg.’, lalk-a / lalek ‘doll, nom.sg., gen.pl.’,
durni-a /| duren ‘“fool, gen.sg., nom.sg.” (where clusters vocalize) with wiatr-u /
wiatr ‘wind, gen.sg., nom.sg.’, walk-a / walek ‘fight, nom.sg., gen.pl.’, cierni-a /
ciern ‘thorn, gen.sg., nom.sg.” (where the same clusters do not vocalize).

4.2, Pattern A misbehaves: Lower predicts that it cannot exist

While pattern B is a regular instantiation of Lower, pattern A cannot be
analysed with the standard tool. As was mentioned, a critical ingredient of the
theory is that all vowels that alternate with zero are underlying yers. Since there
is a vowel-zero alternation cyfi-a / cyfer-k-a ‘number, nom.sg., dim.’, there must
be a yer separating the two root-final consonants: the root identifies as /cyfEr/.
We also know that the gen.pl. is a yer, since it provokes the vocalization of the
preceding yer in pattern B: wiadro /wiadEr-o/ — wiader /wiadEr-O/. Since the
inflection marker is of course the same in both patterns, we are expecting a
vocalized yer in gen.pl. /cyfEr-O/ — but alas the gen.pl. is unvocalized: cyfr.

In short, the standard theory predicts that pattern A cannot exist: once we are
sure that the root has a yer, this yer must surface before the gen.pl.-yer. A
logical way out of this dilemma would be to assume an allomorphy for gen.pl.:
the case marker would be a yer when attached to B-roots, but literally nothing
when combining with A-roots. Hence gen.pl. /cyfEra-@/ surfaces as cyfr
following the regular application of Lower because the trigger for vocalization
is absent. On the other hand, the suffixal yer in /wiadEr-O/ produces the
regular vocalization of the root yer since this time the gen.pl. marker is a yer.

8 It is also not the case that the quality of the alternating vowel may be predicted from the
palatal vs. non-palatal character of the preceding consonant. In bobr-d /- bob '6r ‘beaver
fur, nom.sg., gen.pl.” for example, an o, not an e, appears after a palatalized labial. This
issue is further discussed in Scheer (forth a), also in the light of e—o alternations.

F
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This solution based on gen.pl.-allomorphy is outlandish and can be safely
disregarded. It supposes roots that select a particular affix, which means that the
head is selected by its complement. Allomorphy, however, works the other way
round: heads (affixes) select complements (roots), if anything.

4.3. The difference between A- and B-roots must be lexical

It thus needs to be understood what the difference is between A- and B-roots.
Obviously, this difference is lexical: membership in either class is arbitrary
(with the reserve discussed regarding the sonority slope of the jroot-final
cluster), there are doublets, and there is substantial dialectal, registe;:ielatgd and
inter-speaker variation. The distinction thus bears all signs of variable lexical
representations.

The puzzle, then, is to identify the lexical property that opposes vocalizing
and non-vocalizing roots in a system where the gen.pl. marker is invariable. We
know that there is no solution in the frame of the standard Lower-based
analysis, but of course the basic insight of Lower cannot be called into question
given the massive amount of evidence that it is able to account for. What we
need, then, is a scenario where the computation is uniform (Lower) for both A-
and B-roots, but based on distinct lexical representations. This is an invitation to
reconsider the Slavic mantra according to which all alternating vowels are
underlying yers.

5. Root allomorphy for A-roots

5.1. Gussmann (2007): Standard GP

Instead of trying to isolate the lexical specificity of A-roots, the gen.pl. puzzle
may also be taken to be the witness of irregularity, which leaves no hope for a
management under the roof of the Lower rule. The alternative, then, is root
allomorphy. This is the option favoured by Gussmann (2007), whose general
project is to reduce computational activity to a strict minimum: the labour is
outsourced to morphology and an increased number of lexical recordings
(allomorphy) on the one hand, and to the phonology-phonetics mapping on the
other (see Scheer 2010). In this context, the situation in the gen.pl. leads
Gussmann to doubt that vowel-zero alternations are managed by phonology at
all, despite their regularity elsewhere (in Polish and Slavic).

Gussmann (2007: 230) hints at a non-phonological reason for the failure of
A-roots to vocalize in word-final position: “when the nouns become the input to
further derivations, the floating vowel normally appears in them”. In other
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words, gen.pl. cyfi remains unvocalized because it is underived, while cyfer-k-a
is vocalized because the root was subject to derivational activity.

Gussmann (2007: 233) concludes that there are two distinct lexical recordings
for every A-root: one where the root-final cluster is separated by a nucleus
(which contains a floating piece of melody), and one where the root-final cluster
is a branching onset. This is shown under (7) below.

(7)  root allomorphy: a non-phonological solution

a. allomorph 1: yer present b. allomorph 2: yer absent

O N O N O N O N O N
o | [ VAN
c y f e r c y fr

Gussmann’s analysis is couched in (Standard) Government Phonology where
word-final consonants are onsets of an empty nucleus (Kaye 1990). He also
adopts Scheer’s (2004: §76, 2005) representation of yers as floating pieces of
melody: stable vowels are lexically associated as under (8) (bies / bies-a ‘devil,
nom.sg., gen.sg.’), while alternating vowels (yers) are lexically floating pieces
of melody as under (8) (pies / ps-a ‘dog, nom.sg., gen.sg.”).

%) stable vs. alternating vowels

a. lexically associated vowel: stable b. floating piece of melody:
alternating vowel (yer)
O N O N O N O N
o ] |
P e s P e s

On this analysis, the association of floating pieces of melody (yers) to their
syllabic constituent, i.e., their pronunciation, depends on the status of the
following nucleus. In case this nucleus is filled (i.e., associated to some
melody), it can govern its lefthand neighbour (as under (9)); if on the other hand
the following nucleus is unpronounced itself (either because it is empty as under
(9) or because it is itself governed as.under (9)), it cannot dispense government.
Government thus acts as an association-inhibitor: floating pieces of melody

associate iff their nucleus is ungoverned. Association is blocked in case it is
governed.

|
¢
|
|
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® government-based Lower

a. wiadr-o: yer governed b. gen.pl. wiader: yer ungoverned

Gvt Gvt
O N O N O N O N O N.O N
o o .
w a d e r o w a d e T
c. wiader-k-o0, yer-initial suffix: yer
ungoverned —
Gvt Gvt. — v
/ }
i / | ., ‘
O N O N O N O N
N |
w a d e r e k o

The fact that Lower describes a lateral relation between two nuclei ON;ON,
whereby the status of N, (presence/absence of a yer) determines the vocalization
of N, is obvious (this is explained at greater length in Scheer 2005, 2011 and
Scheer and Zikova 2010). The analysis in Government Phonology merely gives
a name to this lateral relation: government.

In this environment, Gussmann’s allomorphy-based analysis works like this:
underived forms of A-roots select for the allomorph (7) where the root-final
cluster is a branching onset. Therefore, in gen.pl. the root does not contain any
yer that could surface, and the result is /cyfr-O/ — cyfi~. In derived forms on the
other hand, the allomorph (7) is selected, and yer-initial suffixes trigger regular
yer-vocalization along the lines of (9).

The variation that is related to the vocalization of root-final clusters, then, is -
the result of distinct lexical representations: doublets (such as wydra /
wydriwyder ‘otter, nom.sg., gen.pl.’) are due to the competition of two
independent lexical representations, one along the lines of A-roots with the
allomorphy described, the other along B-roots where no allomorphy occurs and
the only lexical form is the one under (7), i.e., the one that bears a yer.

5.2. Cyran (2005): CVCV, and only epenthesis

Let us now consider Cyran’s (2005) analysis, which goes down the same road as
Gussmann’s, albeit not explicitly since forms with C/yer-final suffixes are not
examined. Unlike Gussmann, Cyran evolves in CVCV (Lowenstamm 1996;
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" Scheer 2004; Cyran 2010) where no branching constituents are left. His model
allows for lateral relations among adjacent consonants in both directions.
Following the classical take of Standard GP, he holds that in a cluster it is
always the obstruent that dominates the sonorant. Hence TR clusters contract a
progressive relationship T—R, while RT (and RR, TT) identify as R«T. The
empty nucleus enclosed in such a domain is circumscribed and may remain
empty without being governed. That is, TeRe.# and ReTe# are well-formed
(in Polish where final empty nuclei can license both RT and TR clusters) despite
the presence of two empty nuclei in a row because @, is taken care of by the
consonantal domain (while @, is licensed by virtue of being domain-final).

Cyran (2005) only considers the (non-)vocalization of word-final CC# clus-
ters, i.e. before the two zero case markers nom.sg. (acc.sg.) and gen.pl. He is not
concerned with the situation of the same clusters in presence of C/yer-initial
suffixes. On the basis of this empirical situation, he argues for a purely epen-
thetic analysis of vowel-zero alternations: all alternating vowels that appear in
word-final clusters in Polish are epenthetic. Their insertion repairs an ill-formed
structure that accommodates two empty nuclei in a row: the leftmost receives a
vowel (note that in his system final empty nuclei are unable to govern). This is
shown under (10) below. ’

(10)  vowel-zero alternations according to Cyran (2005)
a. pattern B: CC# broken up b. pattern A: stable CC#

lexically marked as unlockable

O N, O O N; O N O N, O N;
[ I b l

sw e t T 1 i t —

d T n d a r «— 1

result: sweter ‘jumper, nom.sg.”, result: /it ‘litre, nom.sg.’,
duren “fool, nom.sg.’ darn ‘sod, nom.sg.’

The reason why epenthesis occurs under (10), but not under (10), is the lexical
marking of N, under (10) as ‘unlockable’. Interconsonantal relations are con-
tracted whenever they can; their presence under (10) is thus the regular case. As
was mentioned, their existence makes the structure well-formed since they
‘lock’ one of the two empty nuclei in a row. The presence of an alternating vo-
wel under (10) shows that in these roots there is no consonantal domain. Since
the difference between sweter and /itr is an idiosyncratic property of each root,
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it must be marked in the lexicon. Something thus prevents the consonants under
(10) to establish a domain, and Cyran holds N, responsible: this nucleus is lexi-
cally marked as unlockable. Therefore there are two phonologically active emp-
ty nuclei in a row under (10), and the leftmost is subject to epenthesis (the
rightmost is licensed because it is domain-final). In sum, then, items with unlocka-
ble N,’s belong to pattern B, while roots with regular N,’s instantiate pattern A.

Like in Gussmann and Kaye (1993), one of the two obstacles for epenthetic
analyses that- was mentioned in Section 4.1 is overcome, but the other is not
addressed. The context for insertion, which is not predictable from the surface,
is lexically specified, here in terms of unlockable empty nuclei. That the
analysis is not exportable to (Slavic) languages where more than one vowel
alternates (like Russian) is not discussed.

Now recall that forms with C/yer-initial suffixes are not in the empirical
scope of Cyran (2005). What would be their analysis in terms of his appartus?
The solution is necessarily based on some kind of allomorphy: the regular
pattern B under (10) where N, vocalizes before C/yer-initial suffixes (wiadr-o /
wiader | wiader-k-o0) is without problems (like for the regular yer-based analysis),
but pattern A cannot be derived by purely phonological means. In order to avoid
vocalization in gen.pl. ¢yf¥, there must be a consonantal domain as under (10),
which however will prevent vocalization in *cyfi-k-a. Like in Gussmann’s anal-
ysis, A-items with C/yer-initial suffixes must thus be derived from a lexical
form with an unlockable N, as under (10) (cyfer-k-a), while gen.pl. necessarily
instantiates a form with a locked N, as under (10).

6. A purely phonological solution forqthe A-B variation

Y e
6.1. Bethin’s (1992) epenthesis is on thqj_xiﬁght track, but its scope is both too
narrow and too wide

The point made in this chapter is that there is no need to recur to an extra-
phonological solution for the Polish pattern A-B variation. A purely phonological
management is possible if the invitation that was mentioned at the end of
Section 4 is followed: it is not true that all vowels which alternate with zero are
underlying yers. Note that this statement is entirely independent of any
particular implementation of Lower: it will work with linear as much as with
autosegmental systems, and within the latter does not make any selection either.
Hence, the analysis below is done in strict CV, but the same point could be
made in any other framework that can express a representational difference
between the presence and the absence of yers.
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Recall that Bethin has already made this point in her 1992 book: “[v]owel-zero
alternations in Polish are not attributable to a unique underlying representation”,
Bethin 1992: 153). This section takes a closer look at how exactly her dual
system works, i.e., which cases of vowel-zero alternations are exactly the result
of yer vocalization, and which ones are due to epenthesis. Also, the motivation
of epenthesis is examined. :

The major line of division that Bethin draws is between native vocabulary
and loanwords. She motivates epenthesis on the grounds of vowel-zero
alternations in prepositions where Lower plays no role (w domu ‘in the house’, z
doktorem ‘with the doctor’ vs. we wrorek ‘on Tuesday’, ze stolem ‘with the
table’) and then argues that since grammar allows for both yers and epenthesis,
there is ambiguity for speakers when they come across a vowel-zero alternation:

[t]his ambiguity is most likely to arise in cases where the evidence for a [-cons]
node [her representation of yers] in the conditioning environment is questionable,
as for example, might be the case in the inflectional paradigm for the nom sg and
gen pl desinences. More information is needed to study how Polish speakers
interpret the vowel-zero alternation. (Bethin 1992: 146)

She leaves it at that for alternations that occur in inflectional paradigms, and
turns to the study of loanwords. The vowel-zero alternations that are found here,
she argues, are the result of epenthesis. While examining the data, though, she
notes that native vocabulary and loans behave alike: “[m]any borrowings do not
exhibit the vowel-zero alternation at all” (Bethin 1992: 148), and on the same
page “[s]ince there are so many native nouns that do not exhibit the alternation
as expected, or exhibit it partly [...], the absence of the vowel-zero alternation
in borrowed forms is not particularly significant™.

This is certainly true: we have already seen in Section 3.1 that loanwords and
native vocabulary are equally represented in pattern A and B, produce items that
are subject to gen.pl. variation and derive forms that refuse to vocalize before a
Clyer-initial suffix. Hence there is no reason to believe that loans and native
items are any different regarding the workings of vowel-zero alternations.
Bethin’s distribution of the two managements whereby epenthesis occurs in
loans and yers are found elsewhere, then, cannot be correct. If it is true that
there is an epenthetic management besides yers, the question thus arises how we
know which particular vowel-zero alternation is driven by which mechanism. It
is argued below 1) that there is epenthesis, 2) that its motivation is not- the one
that Bethin uses (rather than being motivated by alternations in preposmons it
is enforced by the configuration created by C/yer-initial suffixes), and that 3)
the distribution of the two mechanisms is along the opposition between pattern
A (epenthesis) and pattern B (yers).

On this view, the scope of epenthesis in Bethin (1992) is too narrow: not
only loans are concerned. But it is also too wide: not all vowel-zero alternations
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that occur in loans are the result of epenthesis. Loans such as peri-a / perel /
perel-k-a ‘perl, nom.sg., gen.sg., dim.” also occur in pattern B, which faithfully
instantiate regular yer-based alternations.

Another difference between the analysis that is developed below and
Bethin’s is the motivation for epenthesis, and this is due to the different
perspectives that are induced by different representational environments: while
Bethin follows the line of attack of all epenthesis-based analyses whereby a
structure needs to be repaired because of a problem encountered with a
consonant (which is unsyllabifiable or extrasyllabic), the need for repair in the
analysis below comes from the illegal situation of a nucleus (which cannot
remain empty in presence of another internal empty nucleus to its right).

As we will see, a side-effect of the nucleus-focussed and hence government-
based analysis is the correct prediction of exactly the nucleus that is subject to
epenthesis: in Ce;Ca,CV, V governs @, but @, remains orphan. It is thus @, not
@,, that is subject to epenthesis: /cyfer-gk-a/ — cyferka (not *cyfieka). Bethin
(1992:152) wonders why in the C;C,C; cluster that is in need of repair
epenthesis only ever occurs between C; and C,, rather than between C, and Cs.
Her answer is cyclicity: cyferka is cyclically derived from [[[cyfr]k]a], and
epenthesis breaks up fr because this is the first cluster that is encountered by the
derivation on the innermost cycle. This cannot be the reason, though, since
gen.pl. cyfr then should also be subject to epenthesis: it is made only of the
innermost cycle. The basic equation is precisely that the same item, [cyft],
behaves differently according to whether it occurs alone (result: cyfr) or is
followed by a Cl/yer-initial suffix (result: cyfer-k-a). Cyclic derivation in unable
to discriminate between the two options because there is no look-ahead: when
the innermost cycle of [[[cyfr]k]a] is computed, the computation sees nothing
else than [cyfr] — it does not know that there will be a C/yer-initial suffix on a
later cycle.

In sum, I argue that Bethin (1992) was on the right track for the solution of
the puzzle by proposing two distinct mechanisms for vowel-zero alternations
(vers and epenthesis), but that the scope of both was ill-defined. Also, the shift
from a consonant- to a nucleus-focussed view, i.e., to the lateral government-
based interpretation of Lower, allows for a better understanding of the precise
locus of epenthesis.

6.2. The key to the puzzle: internal vs. final

Before we proceed with the analysis, a pre-theoretical ingredient is missing.
Recall from Section 5 that Gussmann ascribes the contrasting behaviour of
gen.pl. cyfr ‘number’ (no vocalization) and cyfer-k-a ‘id., dim.” (vocalization) to
the .fact that the latter is derived, while the former is not. This is the non-
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phonological way of looking at things. But there is also a phonological way to
capture the contrast. Regularity (or uniformity) is encountered when the root-
final CC is word-internal: vocalization is regular (pattern A cyfer-k-a and
pattern B wiader-k-o behave alike, except for the lexicalized cases discussed in
Sections 3.3 and 7) and unsubjected to variation even for those items that show
variation in gen.pl. (wydra produces both gen.pl. wydr and gen.pl. wyder, but
only wider-k-a). By contrast, irregularity and variation are observed when the
cluster is word-final: here vocalization is a matter of lexical marking (gen.pl.
cyfr vs. gen.pl. wiader), and this is also where the locus of variation is found
(wydra | wydriwyder).

Again Bethin (1992) has understood that this is the critical contrast. Regarding
Jforem-n-y (form-a / form), she writes that:

the sonorant is no longer at the end of the word, and a vowel is epenthesized to
facilitate syllabification. Although word medial adjunction seems to- be
characteristic of a few items in Polish such as piosnka ‘song’, srebrny ‘silver’,
cieplny ‘thermal’, the usual adjustment of borrowings into Polish phonology
seems to call for vowel epenthesis.” (Bethin 1992: 152)

In Bethin’s analysis, unsyllabifiable root-final consonants such as the m in
gen.pl. form or the r in nom.sg. filtr are saved by being directly adjoined to a
higher prosodic constituent (the phonological word): [[for]sm], and [[filt],r],
are well-formed since all consonants are integrated into prosodic structure.
Lexical marking then discriminates between items that favour this solution
(which is the regular way to go) and those where adjunction to the phonological
word is blocked: this is the case of nom.sg. cyngiel ‘trigger’ (< German Ziingel),
where the word-final consonant remains unsyllabifiable and therefore can only
be saved by epenthesis (Bethin 1992: 150, see Cyran 2005 for an overview of
this analytic strand).

If it is understood that whether a word is a loan or not plays no role, Bethin’s
analysis thus opposes pattern A and pattern B by the idiosynecratic (in)ability of
a root to have its last consonant adjoined to the phonological word (pattern A:
yes, pattern B: no). Crucially, though, this opposition is only workable word-
finally since adjunction to the phonological word is a form of extraprosodicity
(Rubach and Booij 1990), and the Peripherality Condition restricts extra-Xity
(extrametricality, extrasyllabicity, extraprosodicity) to word edges (e.g., Hayes
1995: 571f., Clements 1990: 290). This is what Bethin means when she says that
adjunction to the phonological word is impossible word-medially. She then runs
into ‘a few items’ (pioswka etc.) where, in violation of the Peripherality Condition,
Rubach and Booij (1990) (also Rubach 1997) argue for an extrasyllabic analysis
of the middle consonant of the CRC cluster. Her way out is again to call on the
native vs. loan contrast (word-internal adjunction to the phonological word is
possible in words belonging to the former, but not in the latter set), but this does
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not work: Bethin (1992: 148) herself provides a list of loans that refuse to vocalize
before C/yer-initial suffixes (e.g., barw-a / barw / barw-n-y ‘colour, nom.sg.,
gen.pl,, adj.’ (< German Farbe).

I believe that as before, Bethin’s general direction was correct: the contrast
between the word-internal and word-final locus is responsible for the
distribution of variability (final) and stability (internal). The representational
environment in which she evolved, though, did not allow her to bring home this
intuition.

In Government Phonology (Standard and strict CV alike), the internal-final
contrast translates into the difference between internal and final empty nuclei:
the nucleus that decides on the vocalization of the putative yer in the preceding
cluster under (9) is word- (or domain-) final, but word- (or domain-) internal
under (9). It is well known that the right edge of words allows for more
clustering than what can be found word-internally (e.g., Broselow 2003). This
and other specific properties of the right edge have been translated into
Government Phonology as a difference in the lateral actorship of final empty
nuclei (FEN), as opposed to internal empty nuclei. In short, FEN can do more
than their internal peers, i.e., they may be able to license and govern where
internal empty nuclei are unable to dispense lateral forces (e.g., Charette 1990,
1992; Scheer 2004: §524; Cyran 2010).

6.3. A government-based analysis that predicts the locus of epenthesis
With this in mind we can finally introduce the purely phonological analysis of
the A-B variation that the reader is waiting for: the basic insight is the lexical

contrast that appears under (11) below.

(11)  lexical contrast between A- and B-roots

a. A-root: yer absent b. B-root: yef present

O N O N O N O N ON O N
o | o |

f o r m w a d e 1

The genpl. marker is literally nothing (this is the regular analysis in
government-based Lower, see Scheer 2005, 2011). Hence in gen.pl. the

representations under (11) are interpreted as such. This is shown under (12)
below.
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(12)  derivation of gen.pl.

a. A-root: form b. B-root: wiader
FEN governs empty nucleus FEN is unable to govern contentful nucleus
Gvt Gvt
O N O N, O Ny O N O N O N
o | N
f o r m w a d e T

FEN are able to govern empty nuclei (as under (12)a), but not nuclei that have a
lexical content (i.e., a floating piece of melody, as under (12)).” Therefore the
yer of B-roots surfaces: its nucleus is ungoverned ((12)b). Under (12), however,
nothing can surface in A-roots since they lack floating pieces of melody (yers).
This is also the reason why the FEN is able to govern the preceding nucleus: it
is empty.

In nom.sg. forms, the vowel in the final nucleus will always govern the
preceding nucleus, irrespectively of whether it is empty or not. The result are
non-vocalized forms with both A- and B-roots (form-a, wiadr-o).

Clyer-initial suffixes identify as under (13) below: they begin with a floating
piece of melody (the yer), which after concatenation ends up in the root-final
empty nucleus.

(13)  lexical representation of C/yer-initial suffixes

N

0]
|
e n adjectival -n-y
e k diminutive -ek, -k-a, -k-o

etc.

The derivation of forms with C/yer-initial suffixes, then, is as under (14).

7 Were FEN able to also govern contentful nuclei, /ijsei/ would not surface as pies, but
as *ps (Scheer 2004: §541).
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(14)  derivation of forms with C/yer-initial suffixes
a. A-root: foremny b. B-root wiaderko

Gvt Gvt Gvt Gvt

ON ON, ON; ONy N ONONON
. I | R I (.
f o a d e r k o

O
}
T m e n y w e

c

The result is the same on the surface (presence of a vowel) with both A- and B-
roots, but the vowel that appears has different origins: it is the regular yer that is
lexically present in B-roots, but results from epenthesis in A-roots. In the latter,
indeed, the concatenation of the suffix and the application of government
produces a configuration that features two unpronounced empty nuclei in a row
(N; and N3). Such a structure is ill-formed. N; is governed and therefore cannot
surface; but being itself unpronounced it cannot govern N,, which therefore
remains orphan. In this situation, the structure is repaired by an epenthesis that
fills in the orphan nucleus N,, i.e., the one that is not governed (N; has no
demands since it is governed).®

Note that Ns, the root-final nucleus, is word-internal under (14), but word-
final under (12) when the gen.pl. is derived. It is empty in both cases, and this
emptiness makes it unable to govern in internal position: this is why epenthesis
is triggered. It is a good governor, though, when occurring in word- (or domain-)
final position as under (12): as was mentioned in the previous section, this is
how Government Phonology expresses the opposition between the internal and
the final locus: FEN ‘can do more’ than their internal peers.

On this analysis, the variation observed is strictly lexical: doublets are
produced when speakers have lexicalized both A- and B-forms for the same root.
The evolution being in the sense from A- to B-roots, high style is conservative,
and B-forms may be socially stigmatized. '

¥ A ground rule in Government Phonology is indeed that empty nuclei need to be gov-
erned: ungoverned empty nuclei make a representation ill-formed. The detail is a little
more complicated (and also depends on the brand of GP that one subscribes to), but does
not matter here. Relevant literature includes Kaye (1992); Gussmann and Kaye (1993);
Cyran (2010: 116£f.) provides a survey.
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7. Unvocalized clusters before C/yer-initial suffixes

7.1. What kind of animal are trapped consonants?

Recall from Section 3.3 that the pre-theoretical analysis of those items that do
not vocalize before C/yer-initial clusters has concluded at their lexicalization.
That is, srebr-n-y ‘silver, adj.” is not synchronically derived from srebr-o
‘silver’. Also recall that the cluster -pln-, or CRC more generally speaking, is
perfectly well-formed and unspectacular in Polish: #rwac ‘to last’, brzmiec¢ ‘to
sound’, kine ‘I curse’, plwocina ‘sputum’ etc.

Sonorants that occur between two other consonants (or between a word edge
and another consonant: rteé¢ ‘quicksilver’, Piotr ‘Peter’) are called trapped.
While their distribution is identical to syllabic consonants, they have exactly
reverse properties: 1) syllabic consonants are counted in verse and by natives,
while their trapped cousins are not (Polish #7wa¢ is a monosyllable, Czech trvat
‘to last’ on the other hand, where the r is syllabic, is a bisyllable); 2) syllabic
consonants can bear stress (the r of Czech #rvat is stressed), while trapped con-
sonants cannot (penultimate stress would fall on the r of Polish #rwac, were it
stressable); also, trapped consonants are invisible for stress assignment (were
the r counted in Polish jesiofr ‘sturgeon’, penultimate stress would fall on the o,
not on the e); 3) trapped consonants are transparent for voicing: the two Ts in a
TRT sequence where R is trapped always agree in voicing (the /v/ of Polish
krew ‘blood, nom.sg.” devoices in krw-i [krfi] ‘id., gen.sg.”), whereas syllabic
consonants are not transparent (Czech /v/ does not devoice in krev / krv-e
‘blood, nom.sg., gen.sg.’); 4) syllabic consonants provoke the non-vocalization
of preceding alternation sites (i.e., where a vowel alternates with zero), as op-
posed to trapped consonants, which produce vocalization.

These diagnostics for the identification of trapped consonants and their op-
position to their syllabic cousins have been established in Scheer (2008). Polish
has only trapped consonants, whose shorthand description is thus that they are
invisible to the vocalic world. Trapped consonants have been analyzed in vari-
ous ways in the literature. For Polish, the classical analysis is Rubach and
Booij’s (1990) and Rubach’s (1997) that we have already come across in Sec-
tion 6.2: trapped consonants are unsyllabifiable and therefore extrasyllabic; they
are integrated into autosegmental structure by being adjoined directly to the
phonological word, i.e., bypassing syllable structure. It was also mentioned that
this analysis faces trouble because extrasyllabicity (as much as extrametricality
or extraprosodicity) is only encountered at word- (or morpheme-) edges (Peri-
pherality Condition).

In Government Phonology, the analysis of trapped consonants is based on the
insight that they are always involved in branching onsets, i.e., in a solidary rela-
tionship with the preceding consonant (Charette 1992). In strict CV, this is how
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the empty nucleus to their left is circumscribed (Scheer 2009). The systematic
opposition with syllabic consonants, then, is due to the non-association of
trapped consonants to any nucleus, while the essence of syllabic consonants is
to sit in an onset, but to branch on a neighbouring nucleus (whether to the one
that precedes or follows is subject to debate, see the summary in Scheer 2008).
Hence their participation in the vocalic world.

7.2. A third player: the root-final -CR is a branching onset

Given these premises, the representation of trapped consonants is as under (15)
below, and there is no difference between monomorphemic CRC as in trwacé
and heteromorphemic CR-C as in srebr-n-y. Note that the bridge ‘<=’ between
the two consonants is the way to express solidarity in strict CV: T<=R is the
representation of a branching onset, and the intervening nucleus may remain
empty because it is circumscribed by the interconsonantal relationship (Scheer
2004: §14; Brun-Trigaud and Scheer 2010).

(15)  representation of trapped consonants

a. monomorphemic CRC b. heteromorphemic CRC

Gvt Gvt
ONODNONON ONONONON
I I I I | |
t <= r w a ¢ st e b <=1 n vy

The lexicalization of clusters that do not vocalize before C/yer-initial suffixes,
then, is expressed as by the definition of trapped consonants: they are trapped
because they form a branching onset with the preceding consonant in the
lexicon. That is, the difference between roots that vocalize before C/yer-initial
suffixes and those that do not is precisely this: the R of the former entertain a
lexicalized relationship with the preceding consonant, while the latter do not.
The nucleus to their left in vocalizing roots is empty and hence needs to be taken
care of (by way of epenthesis in case the following nucleus is unpronounced),
while the nucleus to the left of non-vocalizing items is engaged in a branching
onset and hence taken care of.

Table (16) below depicts the three-way opposition between lexical items
whose cluster 1) always vocalizes (wiadr-o / wiader [ wiader-k-o, i.e., which have
a yer), 2) only vocalizes before C/yer-initial suffixes (cyfia / cyfi / cyfer-k-a, free
empty nucleus) or 3) never vocalizes (srebr-n-y, empty nucleus involved in a
branching onset).
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(16)  root-final CC clusters: three distinct lexical identities

c. empty nucleus
involved in a
branching onset
ONONON

I I

sr e b <= r

a. yer b. free empty nucleus

ONONON
[ |
a d T

o — O

N ONON
| l
y f T

w

5]

It is important to recall that we are not talking about roots: what is shown under
(16) are lexically recorded items, and a given root may be represented in Polish
by just one such item (case of wiadr-), or by several lexical recordings. All
combinations are attested: the root that appears in srebr-o ‘silver’ for example is
represented in the synchronic Polish lexicon by a (16) item (that derives srebr-o
| sreber | sreber-k-o ‘silver, nom.sg., gen.pl., dim.”) and a (16) item (which
produces srebr-n-y ‘id., adj.”). The root of wiarr ‘wind, nom.sg.” instantiates a
(16) (or a (16)c) item in nom.sg. wiatr, but appears as a (16) item in wiater-ek
‘id., dim), and is represented by a (16) item in wietrz-n-y ‘id., adj.). Finally, the
co-existence of (16) / (16) recordings is the source of the variation described in
Section 3.2 (wydr-a / wydr | wyder | wyder-k-a ‘otter, nom.sg., gen.pl., dim.”).

In sum, then, what is recorded are different root allomorphs, i.e., excluding
suffixes: /wiadEx/, /cyfer/, /sreb<=r/. Note that this root-allomorphy is quite
unlike Gussmann’s: it does not account for the same data sets. While
Gussmann’s allomorphy is about the difference between pattern A and B, this
contrast is accounted for by different lexical representations of A- and B-roots
and a uniform and purely phonological computation-(no allomorphy) in the
present analysis. The different types of lexical recordings under (16) only
account for two things: (free) variation between pattern A and B (like
Gussmann) and the existence of unvocalized clusters before C/yer-initial roots
(that Gussmann does not talk about).

7.3. Two challenges and a fourth player

There are two types of challenges for the analysis presented. One is specific to
this analysis, the other is general and also concerns all other perspectives on
unvocalized clusters before C/yer-initial suffixes. The former concerns the fact
that there are a few unvocalized items where the supposedly trapped consonant
is not preceded by an obstruent, but by another sonorant. Hence it is not obvious
to represent the RR cluster in RRC as a branching onset. Table (6) above
mentions three words: alarm / alarm-ek | alarm-k-u ‘alarm, nom.sg., dim. nom.sg.,
dim. gen.sg.’, film / film-ek / film-k-u ‘film, nom.sg., dim. nom.sg., dim. gen.sg.’,
uniform | uniform-ek | uniform-k-u “uniform, nom.sg., dim. nom.sg., dim. gen.sg.’.

|
|
b

Variation is in the lexicon... 659

All of them are loans — and recall from note 5 that some natives prefer forms in
-ik (alarm-ik, uniform-ik, film-ik), which means that maybe there is no issue at all.

In case there is, one solution is to have a larger definition of what a possible
branching onset is in Polish (or in Slavic more generally speaking): RRs would
also qualify. This is argued for by Blaho (2001, 2004), and Zikova (2008)
includes even RT and TT clusters. Space restrictions do not allow for going into
any greater detail beyond the mention that this perspective faces its own
problems (see the discussion in Scheer 2009: 418ff.).

The second challenge, common to all approaches to Polish, is raised by the
existence of unvocalized -CC-C clusters before C/yer-initial suffixes whose
middle consonant is not a sonorant. Table (4) above lists nine cases: e.g., kari-a
| kart | kart-k-a ‘card, nom.sg., gen.pl.,, dim.’, legend-a / legend | legend-k-a
‘legend, nom.sg., gen.pl., dim.’. All items again are loans, although it is true that
one may be tempted to discount the Rw-C cases (like bulw-a / bulw / bulw-k-a
‘root tuber, nom.sg., gen.pl., dim.”) on the grounds of the fact that [v] (spelt w)
is probably an underlying sonorant /w/, rather than an obstruent (Gussmann
1981, 1998; Cyran and Nilsson 1998).

This being the case or not, we are left with kart-a, legend-a and the like. A
possible solution here is to take the behaviour of these words as evidence for
counting Polish into the class of languages where coda sonorants can branch on
the nucleus to their right. This is shown under (17) below.

(17)  coda sonorants can branch in Polish

a. lexical recording b. non-vocalization before -k-a

ON ON, ON; ON ON, ON; ON
| | Pl | |
a t k a t

k

o]

On this count, kart-k-a and the like are well-formed because N, is not empty: it
receives melodic material from the preceding R (while Nj is governed anyway).’

Branching coda sonorants under (17) are thus a fourth option for CC-final
items to be recorded in the lexicon: it needs to be added to the three possibilities
under (16).

? The fact that homorganic nasal-stop clusters as in legend-a and rumb-a also produce
the effect shown supports the idea that the intervening nucleus is circumscribed, i.e.,
phonologically inactive: the solidarity of NC clusters is well documented (e.g., Harris
1994: 69, 174ff.; Honeybone 2005: partial geminates).
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The reasons for splitting languages into those where sonorants can and those
where they cannot branch on following empty nuclei is entirely independent of
the Polish facts. On the one hand, there is pervasive parametric variation
regarding the strength of the post-sonorant position: consonants after sonorants
may either be strong (i.e., go along with the post-obstruent position: in the
evolution from Latin to French, the t in porta > porte is guaranteed against
lenition as much as the t in rupta > route) or behave as if they were intervocalic
(i.e., post-tonic t-lenition in various varieties of English: flapping occurs after
sonorants as in quarter, winter, but is impossible after obstruents as in chapter,
after). This is illustrated in greater detail in Ségéral and Scheer (2008a), and the
interpretation along the lines of (17) is argued for in Ségéral and Scheer
(2008b): if the coda sonorant branches on the following nucleus in languages
where post-sonorant consonants are weak, they are literally intervocalic,
representationally speaking (i.e., preceded and followed by contentful nuclei).

On the other hand, an argument in favour of (17) is made in Szigetvari and
Scheer (2005: 62ff.) based on parametric variation in stress assignment.

Whether the analysis under (17) is workable for Polish remains to be seen: it
should make the prediction (if it is true that not just some, but all coda sonorants
branch) that there are no coda phenomena in Polish at all (such as lenition on
consonants in coda position). This is not an implausible empirical statement.

8. Heteromorphemic clusters

8.1. Suffixes may or may not have an initial floating yer-

Let us finally turn to heteromorphemic clusters, i.e., where the first consonant
belongs to the root and the second to a suffix. We will see that work exactly in
same way as their monomorphemic peers: their behaviour is lexically condi-
tioned. The only difference is that the presence (pattern B) or absence (pattern
A) of the floating piece of melody is a lexical property of the suffix, rather than
of the root. This makes sense: we have seen under (13) that suffixes may be yer-
initial — logically, then, they may also lack the initial yer.

Table (18) below shows that there are non-vocalizing and vocalizing suffix-
es. Note that as before vocalization is systematic before C-/yer-initial suffixes in
both cases. Also note that the (non-)vocalization of a suffix does not depend on
the particular case marker at hand: all surface zeros behave alike. That is, the
yer of yer-bearing suffixes, i.e., under (18), appears on the surface in nom.sg.
(pies-ek | pies-k-a) as well as in gen.pl. (has-I-o / has-ef).

e
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(18)  heteromorphemic clusters
(non-)vocalization in nom.sg. or gen.pl. is an individual property of each suffix

a. non-vocalizing suffixes
(heteromorphemic pattern A)

C-C# GGV C-eC-C gloss
gen.pl. nom.sg, Clyer-initial suffix
-b-a  shizb shuz-b-a shuz-eb-n-y service
-stw-0  Swin-stw $win-stw-o $win-stew-k-o mess
-fi-a  kawiar-n kawiarni-a kawiar-en-k-a Café
-w-a  lich-w lich-w-a lich-ew-k-a usury

b. vocalizing suffixes
(heteromorphemic pattern B)

C-eC# C-C-V C-eC-yerC gloss

-ek pies-ek (nom.sg.) pies-k-a pies-ecz-ek dog

-€C WZOrz-ec WZOor-c-a pattern
(nom.sg.)

-ew  kon-ew kon-w-i kon-ew-k-a can
(nom.sg.)

-el-0  has-el (gen.pl.) has-l-o has-el-k-o0 password

-en-a/o pani-en (gen.pl.) pan-n-a pani-ef-sk-i Miss

-en-ia  kuch-en (gen.pl.) kuchni-a kuch-en-k-a kitchen

kuch-en-n-y

Suffixes thus identify as either yer-initial or non-yer-initial. This is shown under
(19) below.

(19)  lexical representation of suffixes

a. yer-initial b. non yer-initial

O N O N

| |
e k b -a
e C st e w -0
e w il -a
e 1 -0 w -a
e n -a/o
e n -ia
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The A-B variation is thus lexical in all morphemes, roots and suffixes (affixes)
alike. The concatenation of the two types of suffixes produces strings that are
exactly identical to the A- and B-items that we know already from monomor-
phemic clusters. This is shown under (20) below.

(20)  hetermorphemic and monomorphemic A- and B-items

a. pattern A b. pattern B
ONONON ONONON
L | Pl I
heteromorphemic st u z b a h a s e I o
monomorphemic ¢ y f r a w a d e r o

Derivations of gen.pl. and C/yer-initial forms then work along the same lines as
with monomorphemic clusters.

8.2. Identification and incidence of some individual suffixes

Laskowski (1975: 411f)) examines various suffixed forms. He tries to identify
purely phonological properties that are able to predict (non-)vocalization of
heteromorphemic clusters. In his treatment, like almost everywhere else (Cyran
2005 is an exception), heteromorphemic clusters are not any different from mo-
nomorphemic items. This puts him on the wrong track on a number of occa-
sions: the only thing that decides on vocalization is the lexical shape of the suf-
fix. One case where he goes off the track is for forms that end in -»ia in nom.sg..
Tlustration is provided under (21) below.

(21)  suffixes /-n-ia/ and /-en-a/, both -nia on the surface

a. /-n-ia/
C-C-v C-eC# CeC-C gloss
nom.sg. gen.pl. Cl/yer-initial suffix
kuch-ni-a kuch-en kuch-en-k-a kitchen

kuch-en-n-y

wis-n-ia wisi-en wisi-en-k-a sour cherry
stud-n-ia studzi-en studzi-en-ka well (fountain)
suk-n-ia suki-en suki-en-ka dress
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b. /-ef-a/”
C-C-v C-C# C-eC-yerC gloss
nom.sg. gen.pl. C/yer-initial suffix
kawiar-ni-a kawiar-n kawiar-en-k-a Café
kasar-ni-a kasar-fi (kasar-en-k-a) barracks, watch-
. tower
cukier-ni-a cukier-fi cukier-en-ka pastry shop
kotel-ni-a kotel-n (kotel-en-k-a) period of pairing
up sheep
kopal-ni-a kopal-n kopal-en-k-a mine
chtod-ni-a chtod-n chtod-en-k-a cold room
czereé-ni-a czeres-n czeresi-en-k-a sweet cherry
grzyb-ni-a grzyb-n grzybi-en-k-a mycelium (kind of
fungus)

Laskowski (1975: 41) tries to tell (21) from (21) on the basis of the root-final
consonant: the gen.pl. vocalizes after obstruents in the former, but remains un-
vocalized after sonorants in the latter case. This is not true: there are non-
vocalizing items under (21) whose root-final consonant is an obstruent (and
which Laskowski does not mention). That we are facing two distinct suffixes
may also be seen when looking at the forms where the suffixal consonant is
word-final (i.e., column two):"' vocalizing items under (21) have a plain », while
non-vocalizing clusters show a palatal 7. Interestingly, this contrast is neutra-
lized before C/yer-initial suffixes, where only plain n occurs.

Another interesting case is the surface sequence -Cw-a, which Laskowski
(1975) does not analyze morphologically either. All instances remain unvocalized
in gen.pl. (e.g., lichw-a / lichw “usury’, larw-a / larw ‘grub®), but vocalization
may (lich-ew-ka) or may not (larw-k-a) occur before C/yer-initial suffixes.
Table (22) below shows both paradigms (non-vocalized items have already been
discussed in table (1) above). '

' Some of the words below have competing gen.pl. forms where the case marker is -,
rather than zero: nom.sg. chiod-ni-a, czeres-ni-a and grzyb-ni-a also derive gen.pl.
chlod-n-i, czeres-n-i and grzyb-n-i.

! Note that it does not matter whether the suffix is followed by a vowel in nom.sg.:
nom.sg. grzybi-er behaves exactly like nom.sg. chlod-ni-a etc.
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(22)  mono- and heteromorphemic -Cw-a

a. monomorphemic -Cw-a

Cw-V Cwit Cw-C gloss
nom.sg. gen.pl. Clyer-initial suffix

larw-a larw larw-k-a grub
barw-a barw barw-n-y colour
$cierw-o Scierw Scierw-nik corpse
bulw-a bulw bulw-k-a root tuber
salw-a salw salw-k-a salvo

b. heteromorphemic -C-w-a

C-w-V C-wi# C-ew-C gloss
nom.sg. gen.pl. Cl/yer-initial suffix

lich-w-a lich-w lich-ew-k-a usury
past-w-a past-w past-ew-n-y victim
modlit-w-a modlit-w modlit-ew-nik prayer
Lit-w-in Litw lit-ew-sk-i Lithuania
sak-w-a sak-w sak-iew-k-a nosebag
Mosk-w-a Mosk-w Mosk-iev-sk-i Moskow
lin-k-a. lin-ek lin-ew-k-a small line

Like before, Laskowski (1975: 42) tries to predict this contrast on the basis of
the consonant that precedes the -wa: clusters are vocalized, he holds, after
obstruents, while they remain unvocalized after sonorants. This time I could
only find one item that shows that vocalization is independent from the nature of
the preceding consonant: /in-ew-k-a ‘small line’, where a sonorant precedes the
w (whose derivational basis, however, is unclear: there is no nom.sg. */in-w-a).

But even without that, it is clear from the morphological analysis that the -
decisive property which allows us to predict (non-)vocalization is the mono- or -

heteromorphemic character of the Cw-cluster: vocalization is encountered only
when the -w- is a suffix.

In terms of the four distinct lexical representations that were discussed in
Sections 7.2 and 7.3, the non-vocalizing items under (22) are instances of (17), i.e.,

however, are regular pattern A cases as under (16) (only coda-consonants that branch

on the following nucleus. Words under (22), of the heteromorphemic kind).

A particularly interesting item is past-w-a / past-w ‘victim, nom.sg., gen.pl.’.
The associated C/yer-initial form is past-ew-n-y, but it means ‘relative to pas-
ture’. This meaning is obviously idiosyncratic, and there is no way to have a
semantically compositional derivation of ‘relative to pasture’ on the basis of
past-w- “victim’ and -»- ‘adjective’. This illustrates, if there was any more need,
that forms with C/yer-initial suffixes may be lexicalized.
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8.3. Variation associated to heteromorphemic clusters

The same variation as with monomorphemic clusters is found with their hetero-
morphemic cousins. For the suffix -/-o, Laskowski (1975: 39) mentions myd-
el-nicz-k-a ‘soap dish’ and myd-I-nicz-k-a ‘id.” in free variation, and if pies-#
‘song’ is counted as heteromorphemic (see note 4), the same goes for pios-en-k-a /
pios-n-k-a ‘song dim.’. On the other hand, mas-f-o ‘butter’ and piek-I-o ‘hell’ de-
rive only mas-el-nicz-k-a ‘butter dish’ and piek-el-nic-a ‘witch’, respectively.

Lexicalized items where a RCC cluster resists vocalization even in presence
of a C/yer-initial suffix are also encountered: Laskowski (1975: 43) mentions
strzel-b-a | strzel-b [ strzel-b-ka ‘rifle, nom.sg., gen.pl., dim.” and pros-b-a / pros-b
! pros-b-k-a ‘demand, nom.sg., gen.pl., dim.’. These are thus the heteromorphemic
peers of the type kart-a / kart | kart-k-a that was discussed in Section 7.3 where
the coda sonorant (or the s) branches on the following nucleus as under (17)."
Also, as with monomorphemic clusters, the same root may produce vocalized
and unvocalized items before C/yer-initial suffixes: associated to the B item
Swiatl-o | swiatel ‘light, nom.sg., gen.pl.’ on finds swiatel-k-o0 ‘id., dim.” and
Swietl-n-y ‘id., adj.’.

Finally, an interesting variation that was not discussed thus far is illustrated
under (23) below.

(23)  C4-C,-C3: vocalization or loss of C,

Ct+V  C-ebf C-el-C C-1-C gloss
nom.sg. gen.pl. Clyer-initial suff. C/yer-initial suff.

mas--o mas-el  mas-el-nic-a mas-nic-a butter, nom.sg.,
gen.pl., butter churn
zdzb-t-o zdzb-el zdzieb-et-k-o zdzieb-k-o blade of grass

Before C/yer-initial suffixes, the two items either vocalize the suffix /-el/ (the
pattern B reaction), or eliminate the middle consonant of the /C;-eC»-eCs/ clus-
ter. The same behaviour is observed for the monomorphemic cluster -b7 in
Jjabl-k-o “apple, nom.sg.”, which may also be pronounced jap-k-o.

The management of CCC clusters (i.e., of two empty nuclei in a row), by
cluster reduction is also found in other languages. In Czech for example, the
gen.sg. of Kadl-ec ‘last name (Silesia), nom.sg.’ is either Kadl-ec-e or Kad-c-e.

12 Based on the two examples mentioned, Laskowski (1975: 43) tries to accredit the
generalization that the abstract suffix -b-a always vocalizes before C/yer-initial suffixes,
except before -k-a. Fortunately this is not the case: iz-b-a / iz-b / izd-eb-k-a ‘room,
nom.sg., gen.pl., dim.” (with an additional d-zero alternation).



666 Tobias Scheer

The suffix -ec has an alternating vowel (blb-ec / blb-c-e ‘idiot, nom.sg.,
gen.sg.”): either it is regularly silenced and the preceding consonant has to go as
well, or it remains stable against the rule (Scheer 2004: §127). In French, autrE-
ment ‘otherwise’ (where E represents a schwa) may be pronouced autr/s/ment
or aut’'ment. In French, schwa may or may not be pronounced (la semaine or la
s’maine ‘the week”), but after TR clusters its absence provokes the elimination
of the preceding consonant (Scheer 1999, 2004: §126). In all cases, it is the
onset of the vowel that is not realized which is eliminated.

9. Conclusion

Following Bethin (1992), I have argued that Polish gen.pl. alternations compel
us to abandon a fundamental ingredient of the regular analysis of Slavic vowel-
zero alternations: it is not the case that all alternating vowels are underlying
yers. Some are, but others are not, and only analysis will tell who is who. In the
Polish case, the critical diagnostic is the behaviour of stem- or root-final clusters
in gen.pl.: vowels that appear before C/yer-initial suffixes in pattern A roots are
epenthetic (cyfer-k-a, cluster unvocalized in gen.pl.: cyfi-a / cyfr) while they
represent vocalized yers in pattern B roots (wiader-k-o, cluster vocalized in
gen.pl.: wiadr-o | wiader).

All variation encountered is lexical in nature. On the one hand, A- and B-
items contrast by the lexical presence vs. absence of a yer, and roots that have
both A- and B-forms in free variation (wydr-a / wydr/wyder) afford both lexcial
recordings (with and without the yer). On the other hand, there is variation
associated to forms with C/yer-initial suffixes. The following reactions are
encountered in order to repair a CCC sequence (i.e., one that contains two
empty nuclei in a row):

24) GGG,

CC-v C(e)C# /C(e)C(e)C/
nom.sg.  gen.pl. Clyer-initial suff.
a. epenthesis: CeCC cyfr-a cyfr cyfer-k-a
b. yer vocalization: CeCC  srebr-o | sreber sreber-k-o
c. trapped sonorant srebr-o sreber srebr-n-y
d. branching coda- kart-a kart kart-k-a
sononrant
e. C,eliminated mas--0  mas-et mas-nic-a

(mas-el-nic-a)

-_x.__-,::::._——:&"'ﬂ‘ i i
2
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A pattern where several strategies compete in order to repair an ill-formed
structure appears to be predestined for an OT-type analysis in terms of
constraint interaction. This is not the case here: I have argued that the contrast
between all patterns is only lexical, and that no piece of the variation is
produced by computation.

Let us now look at the broader Slavic picture. If Polish has alternating
vowels that are the result of epenthesis, other Slavic languages may have
epenthetic vowels as well. Czech for instance is not among them: in this
language vocalization in gen.pl. is absolutely regular (form-a / forem | ne-forem-
n-y) ‘form, nom.sg., gen.pl.,, adj.” and so on). In Polish terms, Czech is a
language where all roots are of the B-type, and hence where all vowel-zero
alternations represent yer vocalization. Diachronically speaking, then, it may be
the case that Polish is on the way to become like Czech (the movement is from
A-to B-roots).

Finally, the analysis of Polish makes a prediction regarding Slavic languages
where more than one vowel alternates with zero (e.g., of the Eastern family): in
case they feature the Polish pattern and thus have epenthetic vowels, there must
be a way to predict which vowel (e or o in Russian for example) will be
inserted. Either it is always the same vowel, i.e., e or o, or the quality of the
vowel must be able to be predicted from the consonantal environment. Russian
happens to instantiate the Polish pattern (Worth 1968), and the prediction may
thus be tested: those alternating vowels which appear in presence of yer-initial
suffixes, but not in gen.pl. (e.g., igr-a / igr / igér-k-a ‘game, nom.sg., gen.pl.,
dim.”), must not be able to sustain the lexical contrast between e and o.
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